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## Science:MATH105 Probability

The MATH 105 Probability Module is a set learning resources that support students in acquiring knowledge and skills working with probability. These resources are being developed and is maintained by the Department of Mathematics at UBC.
The pages in this wiki are a repository of resources that are used by a website ${ }^{[1]}$ in the Mathematics Department at UBC.

## Index of Pages in the Probability Module

Items in the following index are ordered alphabetically.

## References

[1] http://blogs.ubc.ca/math105/

## About

The Probability Module is a set of online resources that support students in acquiring knowledge and skills in working with probability for MATH 105 at The University of British Columbia ${ }^{[1]}$, Vancouver. The module itself has no formal instructor. UBC students who have questions regarding content on this site are encouraged to contact their instructor or TA.

## Topics Covered in the Module

The topics in the module are organized into three "lessons".

1. Discrete Random Variables

- the mean of a discrete random variable
- the variance of a discrete random variable
- formulas for the expected value and variance of a discrete random variable
- the probability density histogram of a discrete random variable

2. Continuous Random Variables

- the probability density function (PDF) for a continuous random variable
- the beta PDF
- the cumulative distribution function

3. Expected Value and Variance

- the expected value of a continuous random variable
- the variance of a continuous random variable


## Learning Objectives

Objective 1. [Procedural/Conceptual] Be able to calculate and interpret probabilities of events for discrete and continuous random variables given either a density function (pdf) or a distribution function (cdf).

Objective 2. [Procedural] Be able to express a pdf in a table or as an explicit function given sufficient information about the random variable.

Objective 3. [Procedural] Be able to verify that a given function is a pdf or cdf; be able to find multiplicative constants that make a given function a pdf or cdf.

Objective 4. [Conceptual] Be able to distinguish between discrete and continuous random variables given a simple experiment, pdf or cdf.

Objective 5. [Conceptual/Procedural] Be able to define and interpret the CDF of a random variable in terms of probabilities and to know basic properties of the cdf. Be able to find a cdf from a pdf.
Objective 6. [Conceptual/Procedural] Be able to relate the area under a pdf to the probability of an event for a particular random variable and to know basic properties of the pdf. Be able to find a pdf from a cdf.
Objective 7. [Procedural/Conceptual] Be able to define, calculate and interpret the expectation, variance and standard deviation of a random variable (discrete and continuous).

## Discrete vs Continuous Random Variables

In MATH 105, we deal with

- discrete random variables, and
- continuous random variables.

These topics and their definitions will be explored in this module, and we will briefly explore discrete random variables first. Our introduction of discrete random variables is only to introduce the notions of probability, mean and variance, that we will use when discussing continuous random variables.
Throughout this module, concepts are introduced assuming no prior knowledge of probability. However, there are concepts that are discussed with an assumption of prior knowledge of integration. Essentially, probability is included in the MATH 105 curriculum as an application of integration.

## References

[1] http://ubc.ca/

## Administer

For the purposes of the long term maintenance of the UBC Wiki, the following information provides MATH 105 instructors with an idea of how to maintain content.

## Functionality

The content management system WordPress ${ }^{[1]}$ was used to present material in the module, but the content of the probability module ${ }^{[2]}$ lives on the UBC Wiki ${ }^{[3]}$ (which is an installation of a MediaWiki ${ }^{[4]}$ ) on the Faculty of Science "namespace".

## Editor Access

Editing the MATH 105 probability module content is intended for instructors only. If you are a MATH 105 instructor and would like to edit content on the UBC Wiki, contact CTLT and ask for permission to edit content on the UBC please contact the CTLT Wiki Support ${ }^{[5]}$ to request access to the Faculty of Science namespace. They will direct you to the appropriate person to allow you access to the wiki. If you would like to edit content on the UBC Blog, please contact Malabika Pramanik ${ }^{[6]}$ to request access to the blog.

## Editing Guidelines

When editing content in the probability module, you may want to take the following into account:

- changes made on the Wiki are automatically made on the UBC Blog, but not in the PDF version of the module
- removing a page on the Blog does not remove it on the wiki

Therefore,

- if there is content you want to remove for a particular offer of MATH 105, remove it from the Blog, not the Wiki, so that it is available for future offers
- if there is content that contains errors, you need only make changes on the UBC Wiki and a PDF version of the module content (if one is available for download)
PDF versions of the module content can be generated with the UBC Wiki book creator ${ }^{[7]}$.


## Google Analytics

Google Analytics was installed in January 2012 to record usage statistics. If you would like to gain access to the Analytics account, Greg Mayer ${ }^{[8]}$, Malabika Pramanik ${ }^{[6]}$, and other past MATH 105 instructors may have the Google Analytics account credentials.

## References

[1] http://wordpress.org
[2] http://wiki.ubc.ca/Science:MATH105_Probability
[3] http://wiki.ubc.ca
[4] http://mediawiki.org
[5] http://wiki.ubc.ca/Help:Contents\#Support
[6] mailto:malabika@math.ubc.ca
[7] http://wiki.ubc.ca/Help:Books
[8] http://gsmayer.ca

## Development

For the benefit of those who would like to more about how the probability module was created and is delivered, it was initially developed over a period of roughly three weeks in January 2012 by members of the Department of Mathematics ${ }^{[1]}$ at the University of British Columbia ${ }^{[2]}$. Technologies that the module uses are supported by the Centre for Teaching and Learning Technology ${ }^{[3]}$.

## Maintenance

For the purposes of the long term maintenance of the UBC Wiki, the following

## Editor Access

Editing the MATH 105 probability module content is intended for instructors only. If you are a MATH 105 instructor and would like to edit content on the UBC Wiki, contact CTLT and ask for permission to edit content on the UBC please contact the CTLT Wiki Support ${ }^{\text {[5] }}$ to request access to the Faculty of Science namespace. They will direct you to the appropriate person to allow you access to the wiki. If you would like to edit content on the UBC Blog, please contact Malabika Pramanik ${ }^{[6]}$ to request access to the blog.

## Editing Guidelines

When editing content in the probability module, you may want to take the following into account:

## Delivery Systems

The content management system WordPress ${ }^{[1]}$ was used to present material in the module. A set of WordPress plugins ${ }^{[4]}$ were added to extend the functionality of the site:

- Simple CSS: to allow customizability of aesthetic elements (lists, tables, fonts, etc)
- FlexiPages: to offer the "Site Map" on the right sidebar
- NextPage: to include the "previous" and "next" buttons on most pages

The content of the probability module ${ }^{[2]}$ lives on the UBC Wiki ${ }^{[3]}$ (which is an installation of a MediaWiki ${ }^{[4]}$ ) on the Faculty of Science "namespace". The wiki supports

- a revision history
- watch lists
- talk pages
- a book creator that can collect the module content into a single or multiple PDF

All equations are rendered as images in the UBC Wiki. This approach has these advantages:

- every image has an automatically generated alt tag ${ }^{[5]}$ in LaTeX, that allows users, who often have a disability, to be able use a screen reader ${ }^{[6]}$ to access equation content,
- pages on the website can be reliably converted to PDF format for printing, and
- all modern browsers can view these images


## References

[1] http://www.math.ubc.ca/
[2] http://ubc.ca
[3] http://ctlt.ubc.ca
[4] http://wordpress.org/extend/plugins/
[5] http://en.wikipedia.org/wiki/Alt_attribute
[6] http://en.wikipedia.org/wiki/Screen_reader

## Download

Versions of lessons in the probability module have been archived into two portable document formats (PDF), and are provided in the table below.

| Content | Date Archived |
| :---: | :---: |
| Lesson 1 | Wednesday, January 18, 2012 |
| Lesson 2 | Wednesday, January 18, 2012 |

To create the current version of the notes, you may follow these steps:

1. Log into the ubc wiki ${ }^{[1]}$ using your CWL
2. Navigate to the category for the probability module on the UBC Wiki ${ }^{[2]}$
3. Click on "Create a Book" (located on the left side bar)
4. Click on "Start book creator" (the big green button)
5. Click "Add this category to your book" only once
6. Click "Show book"
7. Click "Download as PDF"
8. Wait for the document to be created.
9. Click "Download the file"

If you like, you can customize the PDF after step 5 by giving your book a title or subtitle.
For more information on how to create a book, you may want to view the UBC Books help page ${ }^{[7]}$.

## References

[1] http://wiki.ubc.ca/Main_Page
[2] http://wiki.ubc.ca/Category:MATH105_Probability

## Technical Requirements

## Browser Check

You should see an equation below:
$f(x)=\frac{d}{d x} \int_{a}^{x} f(t) d t$
The equation should be the same equation as the one displayed in the image below:
http://blogs.ubc.ca/infiniteseriesmodule/files/2011/08/SystemCheck.png
If not, then your browser may not be up to date.

## If The Two Equations Are Not The Same

This site does require a certain level of browser functionality. A list of free modern browsers that should allow anyone to use this website are available on the Browse Happy website ${ }^{[1]}$.

## References

[1] http://browsehappy.com

## Lesson 1 DRV

## What This Lesson Covers

In In Lesson 1 we introduce

- discrete random variables
- the definition of a probability density function (PDF)
- the mean and variance of a discrete PDF
- the cumulative distribution function (CDF)


## Learning Outcomes

After reading this lesson and completing a sufficient number of problems, students should be able to meet the first two learning objectives:

- Objective 1. [Procedural/Conceptual] Be able to calculate and interpret probabilities of events for discrete and continuous random variables given either a density function (PDF) or a distribution function (CDF).
- Objective 2. [Procedural] Be able to express a pdf in a table or as an explicit function given sufficient information about the random variable.
Simply reading the content in this lesson will not be sufficient: students will need to complete a sufficient number or WeBWorK and paper-based problems in order to prepare themselves for the final exam.


### 1.01 Discrete Random Variables

In many areas of science we are interested in quantifying the probability that a certain outcome in an experiment occurs. To quantify the probability that an event occurs, we use a number between 0 and 1 that represents how likely that event occurs. A probability of 0 implies that the outcome cannot occur, whereas a probability of 1 implies that the outcome must occur. Any value in the interval $(0,1)$ means that the outcome only occurs some of the time.

When there is a discrete list of probabilities that can occur, we use the notation $p_{k}$ to denote the probability that event $k$ will occur.

| Discrete Probability Rules |
| :--- |
| In discrete probability, |
| 1. Probabilities are numbers between 0 and $1: 0 \leq p_{k} \leq 1$ for all $k$ |
| 2. The sum of all probabilities for a given experiment is equal to one: $\Sigma_{k} p=1$ |

## Example: Tossing a Fair Coin Once

If we toss a coin into the air, there are only two possible outcomes: it will land as either "heads" (H) or "tails" (T). If the tossed coin is a "fair" coin, it is equally likely that the coin will land as tails or heads. In other words, there is a $50 \%$ chance that the coin will land heads, and a $50 \%$ chance that the coin will land as tails.

Using our notation for probability, we can assign

- $p_{1}$ to be the probability that the tossed coin will land as heads
- $p_{2}$ to be the probability that the tossed coin will land as tails

Because there are two outcomes that are equally likely, we assign the probability of 0.5 to each of them.

- $p_{1}=0.5$
- $p_{2}=0.5$

As required, the sum of the probabilities equals 1 , and each probability is a number in the interval [0, 1].

## Example: Tossing a Fair Coin Twice

Similarly, if we toss a fair coin two times, there are four possible outcomes. Each outcome is a sequence of heads $(\mathrm{H})$ or tails $(\mathrm{T})$ :

- HH
- HT
- TH
- TT

Using our notation for probability, we can assign

- $p_{1}$ to be the probability that the outcome will be HH
- $p_{2}$ to be the probability that the outcome will be HT
- $p_{3}$ to be the probability that the outcome will be TH
- $p_{4}$ to be the probability that the outcome will be TT

Because the coin is fair, each outcome is equally likely to occur. There are 4 possible outcomes, so we assign each outcome a probability of $1 / 4=0.25$. That is, $p_{1}=p_{2}=p_{3}=p_{4}$ $=0.25$.
Again, all of our probabilities sum to 1 , and each probability is a number on the interval [ 0 , 1].

### 1.02 Notation

## Random Variables and their Observed Values

We use uppercase letters to denote random variables, and lowercase letters to denote particular values that our random variables can have.
For example, consider a six sided die, pictured below.


We could let $X$ be any one of the six possible values that could be observed on the upper face after a die is rolled, and we can let $x$ denote the observed value after the die is rolled. $X$ is a random variable, whereas $x$ is not a random variable.

## Probabilities of Discrete Random Variables

On the previous page, we used the notation $p_{1}$ to denote the probability that a tossed coin would land as "heads". In general, we can use the notation $p_{k}$ to denote the probability that a random variable were equal to a particular value.
Sometimes it is more convenient to use the notation $\operatorname{Pr}(X=x)$ to denote the probability that a given random variable $X$ is equal to $x$. Similarly, $\operatorname{Pr}(X \leq x)$ would denote the probability that the random variable $X$ is less than or equal to the value $x$.

## The Pr Notation

$\operatorname{Pr}(a \leq X \leq b)$ denotes the probability that the random variable $X$ lies between values $a$ and $b$.

## 6-Sided Die Example

Using our 6 -sided dice example above, we could let $p_{\mathrm{k}}$ denotes the probability that a tossed die lands with the number $k$ facing upwards. Then the proabability that $X$ is equal to 5 can be denoted as:
$p_{5}=\operatorname{Pr}(X=5)=\frac{1}{6}$

### 1.03 The Discrete PDF

Usually we are interested in experiments where there is more than one outcome, each having a different probability. The probability distribution of a discrete random variable provides the all of the probabilities $p_{k}$ for every possible value of $k$.

## Discrete Probability Distribution

The discrete probability distribution can be represented in a table, graph, or formula, and provides the probabilities $p_{k}$ for all possible values of $k$.

## Example: Different Coloured Balls

The variable $X$ does not have to represent a numerical value. Suppose that a box contains 10 balls:

- 5 of the balls are red
- 2 of the balls are green
- 2 of the balls are blue
- 1 ball is yellow

Suppose we take one ball out of the box. Let $X$ could be the random variable that represents the colour of the ball. As 5 of the balls are red, and there are 10 balls, the probability that a red ball is drawn from the box is $5 / 10=1 / 2$.
Similarly, there are 2 green balls, the probability that $X$ is green is $2 / 10$. Similar calculations for the other colours yields the probability distribution function, that is given by the following table.

| Ball Colour | Probability |
| :--- | :--- |
| red | $5 / 10$ |
| green | $2 / 10$ |
| blue | $2 / 10$ |
| yellow | $1 / 10$ |

## Example: A Six-Sided Die

Consider again the experiment of rolling a six-sided die. A six-sided die can land on any of its six faces, so that a single experiment has six possible outcomes.
For a "fair die", we anticipate getting each of the results with an equal probability, i.e. - if we were to repeat the same experiment many many times, we would expect that, on average, the six possible events would occur with similar frequencies (we say that the events are random and unbiased for fair dice).
There are six possible outcomes. We can let

- $x_{1}$ be the outcome that a 1 is rolled,
- $x_{2}$ be the outcome that a 2 is rolled,
and so on up to $x_{6}$. The probability distribution function could be given by the following table.

| Outcome | Probability |
| :--- | :--- |
| $x_{1}$ | $1 / 6$ |
| $x_{2}$ | $1 / 6$ |
| $x_{3}$ | $1 / 6$ |
| $x_{4}$ | $1 / 6$ |
| $x_{5}$ | $1 / 6$ |
| $x_{6}$ | $1 / 6$ |

The PDF could also be given by the equation $p_{k}=1 / 6$, for $k=1,2,3, \ldots, 6$.

### 1.04 The Expected Value of a Discrete PDF

An important quantity related to a given random variable is its expected value.

## Definition: Expected Value of a Discrete Probability Distribution

The expected value, $E(X)$, of a probability distribution for a random variable $X$ is calculated by summing the probabilities of each possibile outcome by the corresponding outcome
$E(X)=\sum_{k=1}^{N} x_{k} p_{k}$
where $N$ is the number of possible outcomes.

Note the following:

- Do not confuse the expected value with the average value of a set of observations: they are two different concepts. The expected value is calculated as a weighted sum of probabilities, whereas the average value is a weighted sum of frequencies (more on this distinction later).
- The expected value equation requires numerical values for the $x_{k}$. So if the outcome for an experiment is either "heads" or "tails", we could calculate the expected value if we assign heads and tails numerical values ( 0 and 1 , for example).


## Example: Grade Distributions

Suppose that in a class of 10 people the grades on a test are given by $30,30,30,60,60,80$, $80,80,90,100$. Suppose a test is drawn from the pile at random.

1. Calculate the probability distribution for the randomly drawn test score.
2. Calculate the expected value value of the probability distribution

## Solution

## Part 1)

Looking at the test scores, we see that out of 10 grades,

- the grade 30 occurred 3 out of 10 times
- the grade 60 occurred 2 out of 10 times
- the grade 80 occurred 3 out of 10 times
- the grade 90 occurred 1 out of 10 times
- the grade 100 occurred 1 out of 10 times

Therefore,

- the probability that a randomly drawn test has a score of 30 is $3 / 10$
- the probability that a randomly drawn test has a score of 60 is $2 / 10$
- the probability that a randomly drawn test has a score of 80 is $3 / 10$
- the probability that a randomly drawn test has a score of 90 is $1 / 10$
- the probability that a randomly drawn test has a score of 100 is $1 / 10$

The probability distribution can be presented in the following table.

| 30 | $3 / 10$ |
| :--- | :--- |
| 60 | $2 / 10$ |
| 80 | $3 / 10$ |
| 90 | $1 / 10$ |
| 100 | $1 / 10$ |

## Part 2)

The expected value of the probability distribution is given by the sum

$$
\begin{aligned}
E(X) & =\sum_{k=1}^{N} x_{k} p_{k} \\
& =30 \frac{3}{10}+60 \frac{2}{10}+80 \frac{3}{10}+90 \frac{1}{10}+100 \frac{1}{10} \\
& =9+12+24+9+10 \\
& =64
\end{aligned}
$$

## Discussion

## The PDF Could Be Presented as a Graph

The PDF was listed in a table, but an equivalent representation would be in a graph that plots the possible outcomes on the horizontal axis, and the probabilities on the vertical axis.


We have added points where the probability is zero (test scores of $0,10,20,40,50,70$ ). It isn't necessary to have these points displayed, but for other problems, having these points on a graph of a PDF can add clarity.

## The Expected Value and the Average

A common source of confusion is the difference between the expected value (defined above), and the average value of a set of numbers. Whereas the expected value is a number calculated from probabilities for every $x$, the average value is calculated using the number of times each $x$ occurred. Another way to say this is that the expected value is a weighted average, where each term is weighted by the probability of observing its value.
In our example, the average value is the sum the test scores multiplied by the number of times each score occurred:

$$
\begin{aligned}
\text { average test score } & =\frac{30 \cdot 3+60 \cdot 2+80 \cdot 3+90 \cdot 1+100 \cdot 1}{10} \\
& =\frac{90+120+240+90+100}{10} \\
& =64
\end{aligned}
$$

The expected value and the average have the same numerical value for this particular example, but describe two different concepts.

### 1.05 Variance and Standard Deviation

Another important quantity related to a given random variable is its variance. The variance is a numerical description of the width of a probability distribution.

## Definition: Variance and Standard Deviation of a Discrete Random Variable

The variance, $\operatorname{Var}(X)$, of a probability distribution for a random variable $X$ is calculated with the following formula $\operatorname{Var}(X)=\sum_{k=1}^{N}\left(x_{k}-E(X)\right)^{2} p_{k}$
The integer $N$ is the number of possible outcomes.
The standard deviation, $\sigma$, is the square root of the variance:
$\sigma(X)=\sqrt{\operatorname{Var}(X)}$
Observe that the variance of a distribution is always positive ( $p_{k}$ is non-negative, and the square of a number is never negative).
Students in MATH 105 are expected to memorize the formulas for variance and standard deviation.

## Example: Grade Distributions

Using the grade distribution example in the previous page, calculate the variance of the probability distribution.

## Solution

The variance of the probability distribution is given by

$$
\begin{aligned}
\operatorname{Var}(X) & =\sum_{k=1}^{N}\left(x_{k}-E(X)\right)^{2} p_{k} \\
& =(30-64)^{2} \frac{3}{10}+(60-64)^{2} \frac{2}{10}+(80-64)^{2} \frac{3}{10}+(90-64)^{2} \frac{1}{10}+(100-64)^{2} \frac{1}{10} \\
& =744 . \overline{44}
\end{aligned}
$$

### 1.06 The Cumulative Distribution Function

Given a probability distribution, we can calculate a cumulative distribution function as follows.

$$
\begin{aligned}
& \qquad \text { Definition: Cumulative Distribution of a Discrete Probability Distribution } \\
& \hline \text { The cumulative distribution function for a random variable } X \text { is denoted by } F\left(x_{n}\right) \text {, and is defined as } F(x)=\operatorname{Pr}\left(X \leq x_{n}\right) . \\
& \text { For a discrete probability distribution, the cumulative distribution function is calculated using the formula } \\
& F\left(x_{n}\right)=\sum_{k=1}^{n} p_{k} \\
& \text { where } n \leq N \text {, and } N \text { is the number of possible outcomes. }
\end{aligned}
$$

In other words, the cumulative distribution function for any random variable gives the probability that the random variable $X$ is less than some number $x_{n}$.

## Example: Rolling Two Dice

Suppose that we have two fair six-sided dice, each face displays one number from 1 to 6 . One of the die is yellow, the other is red, as in the image below.


We roll both dice at the same time and add the two numbers that are shown on the sides facing upwards.
Let $X$ be the discrete random variable for the possible sums.

1. How many possible outcomes are there?
2. What is the probability distribution for $X$ ?
3. What is the probability that $X$ is less than or equal to 6 ?

## Solution

## Part 1)

The simplest way to determine the number of possible outcomes is to count them. If a 1 is rolled on the yellow die, there are six possible outcomes for the red die ( $1,2,3,4,5$, or 6 ). Likewise, if the yellow die is 2 , there are another 6 outcomes from the red die.
There are 6 possible outcomes for the yellow die, so there are $6 \times 6=36$ different outcomes.

## Part 2)

To construct the probability distribution for $X$, first consider the probability that the sum of the dice equals 2 . There is only one way that this can happen: both dice must roll a 1 . There are 36 possible outcomes, so the probability that the sum is equal to 2 is $1 / 36$.
Let the $Y$ represent the number rolled on the yellow die, and $R$ be the number on the red die. The possible outcomes and probabilities for sums from 1 to 6 are listed in the table below.

| Outcome (Y,R) | Sum | Probability |
| :--- | :--- | :--- |
| $(1,1)$ | 2 | $1 / 36$ |
| $(1,2),(2,1)$ | 3 | $2 / 36$ |
| $(1,3),(2,2),(3,1)$ | 4 | $3 / 36$ |
| $(1,4),(2,3),(3,2),(4,1)$ | 5 | $4 / 36$ |
| $(1,5),(2,4),(3,4),(4,2),(5,1)$ | 6 | $5 / 36$ |

The probability distribution for all of the numbers from 2 to 12 are in the following graph.


Alternatively, if we let $p_{k}$ equal the probability that the sum is equal to $k$, then the PDF can be expressed using the following formula:
$p_{k}= \begin{cases}\frac{k-1}{36} & \text { if } k=2,3,4,5,6,7 \\ \frac{13-k}{36} & \text { if } k=8,9,10,11,12 \\ 0 & \text { else }\end{cases}$

## Part 3)

The probability that the sum is less than or equal to 6 can be expressed as $\operatorname{Pr}(X \leq 6)$. Using the definition of the cumulative distribution function,
$\operatorname{Pr}(X \leq 6)=F(6)=\sum_{k=1}^{6} p_{k}=\frac{1}{36}+\frac{2}{36}+\frac{3}{36}+\frac{4}{36}+\frac{5}{36}=\frac{15}{36}=\frac{5}{12}$
In the above calculation, we assigned $p_{k}$ to be the probability that the sum is $k$.
Intuitively, the probability that the sum is less than or equal to 6 is the probability that the sum is either a $2,3,4,5$, or 6 . Adding up the probabilities for these sums yields the fraction 5/12.

### 1.07 Grade Distribution Example

Consider the grade distribution example that we explored earlier: in a class of 10 people, grades on a test were $30,30,30,60,60,80,80,80,90,100$. A test is drawn from the pile at random.

1. Calculate the probability that a test drawn at random has a score less than or equal to 80.
2. Calculate the probability that a test drawn at random has a score less than or equal to $x_{n}$, where $x_{n}=0,10,20,30, \ldots, 100$.

## Solution

## Part 1)

Recall the probability distribution, calculated earlier:


Suppose we let $p_{k}$ be the probability that the score of a randomly drawn test is $10 k$. So, for example:

- $p_{0}$ is the probability that a randomly drawn test score is 0
- $p_{1}$ is the probability that a randomly drawn test score is 10
- $p_{2}$ is the probability that a randomly drawn test score is 20
- $p_{3}$ is the probability that a randomly drawn test score is 30 and so on. Values for each of these probabilities are given in the above bar graph.
Using our definition of the cumulative distribution function, $F\left(x_{n}\right)$,

$$
\begin{aligned}
\operatorname{Pr}(X \leq 80) & =F(80) \\
& =\sum_{k=0}^{8} p_{k} \\
& =p_{0}+p_{1}+p_{2}+p_{3}+p_{4}+p_{5}+p_{6}+p_{7}+p_{8} \\
& =0+0+0+\frac{3}{10}+0+0+\frac{2}{10}+0+\frac{3}{10} \\
& =\frac{8}{10} \\
& =\frac{4}{5}
\end{aligned}
$$

Colours in the above calculation were used to highlight non-zero probabilities.
Intuitively, if the grade is to be less than or equal to 80 , than the grade could only be 30 , 60 , or 80 . The probability that a randomly selected test has a grade of 30,60 , or 80 is the sum of the probabilities that the score is one of these possibilities. Looking at our distribution, this is the sum $0.3+0.2+0.3=0.8$.

## Part 2)

Using our definition of the cumulative distribution function, $F\left(x_{n}\right)$,
$\operatorname{Pr}(X \leq 0)=F(0)=\sum_{k=0}^{0} p_{k}=p_{0}=0$
Similarly, $F(0)=F(10)=F(20)=0 . F(30)$ is non-zero:
$\operatorname{Pr}(X \leq 30)=F(30)=\sum_{k=0}^{3} p_{k}=0+0+0+\frac{3}{10}$
However, $F(40)$ is equal to $F(30)$, because $p_{4}=0$.
Other values of $F$ are calculated in a similar way using the definition of the cumulative distribution function. The following table contains the cumulative distrbution values $F\left(x_{k}\right)$ for $0,10,20,30, \ldots 100$.

| $\boldsymbol{k}$ | $\boldsymbol{x}_{\boldsymbol{k}}$ | $\boldsymbol{F}\left(\boldsymbol{x}_{\boldsymbol{k}}\right)$ |
| :--- | :--- | :--- |
| 0 | 0 | 0 |
| 1 | 10 | 0 |
| 2 | 20 | 0 |
| 3 | 30 | 0.3 |
| 4 | 40 | 0.3 |
| 5 | 50 | 0.3 |
| 6 | 60 | 0.5 |
| 7 | 70 | 0.5 |
| 8 | 80 | 0.8 |
| 9 | 90 | 0.9 |
| 10 | 100 | 1.0 |

The cumulative distribution function is provided in the graph below.

## Cumulative Distribution for $\mathbf{X}$



### 1.08 Lesson 1 Summary

The treatment of discrete random variables was intentionally brief: the emphasis in MATH 105 is on continuous random variables. That being said, the are important concepts that were introduced in Lesson 1 that are important.

## Expected Value and Variance

Namely, the concepts of an expected value and variance are important and will be revisited again when we explore contionuous random variables. Students should have memorized their respective formulas

$$
\begin{aligned}
E(X) & =\sum_{k=1}^{N} x_{k} p_{k} \\
\operatorname{Var}(X) & =\sum_{k=1}^{N}\left(x_{k}-E(X)\right)^{2} p_{k}
\end{aligned}
$$

The expected value represents a "mean" value of an experiment, or the average outcome of an experiment repeated many times. The variance of an experiment is a number that describes the "width" of the PDF.

## The CDF and the PDF

Another important concept is the relationship between the CDF and the PDF. Recall that the CDF, $F\left(x_{n}\right)$ is calculated by summing over values in the PDF.

$$
F\left(x_{n}\right)=\sum_{k=1}^{n} p_{k}
$$

This is an important concept. When we revisit this concept in the continuous case, we will have continuous analogues for the PDF, CDF, and the relationships between them.

## Lesson 2 CRV

In the previous lesson, we were working with discrete random variables. In this lesson, we consider continuous random variables.

If for example $X$ is the average height of a person in Canada, or $X$ is the average temperature of Vancouver, then $X$ can vary continuously. So, sometimes we need to have $X$ represent a continuous random variable.

## What This Lesson Covers

In this lesson we introduce

- continuous random variables
- the definition of a probability density function (PDF)
- properties of a PDF
- the beta PDF
- the definition of a cumulative distribution function


## Learning Outcomes

After reading this lesson and completing a sufficient number of problems, students should be able to meet the remaining learning objectives:

- Objective 3. [Procedural] Be able to verify that a given function is a pdf or cdf; be able to find multiplicative constants that make a given function a pdf or cdf.
- Objective 4. [Conceptual] Be able to distinguish between discrete and continuous random variables given a simple experiment, pdf or cdf.
- Objective 5. [Conceptual/Procedural] Be able to define and interpret the CDF of a random variable in terms of probabilities and to know basic properties of the cdf. Be able to find a cdf from a pdf.
- Objective 6. [Conceptual/Procedural] Be able to relate the area under a pdf to the probability of an event for a particular random variable and to know basic properties of the pdf. Be able to find a pdf from a cdf.
- Objective 7. [Procedural/Conceptual] Be able to define, calculate and interpret the expectation, variance and standard deviation of a random variable (discrete and continuous).
Simply reading the content in this lesson will not be sufficient: students will need to complete a sufficient number or WeBWorK and paper-based problems in order to prepare
themselves for the final exam.


### 2.01 The Cumulative Distribution Function

Recall the definition of a cumulative distribution function (CDF) for a random variable that was introduced in the previous lesson on discrete random variables.

| Definition: The Cumulative Distribution Function |
| :--- |
| The cumulative distribution function for a random variable $X$ is denoted by $F(x)$, and is a function defined as |
| $F(x)=\operatorname{Pr}(X \leq x)$ |
| The cumulative distribution function has the property that $0 \leq F(x) \leq 1$ for all values of $x$ in the domain of $F$. |

Defining the CDF as a function whose range lies in the closed interval [0,1] serves a practical purpose: negative probabilities and probabilities greater than one are meaningless. It is also useful to note that every random variable, discrete or continuous, has an associated CDF, and the above definition is the same definition for discrete random variables. But although the definition is the same, we will see that there is an important distinction between the two cases: a discrete CDF always increases in steps, whereas the continuous CDF is necessarily smooth.

## Comparison to the Discrete Case

Recall the cumulative distribution function we had for the test scores example in the previous lesson. The cumulative distribution function was graphed at the end of the example.

## Cumulative Distribution for $\mathbf{X}$



Observe that

- from 0 to $30, F$ is constant because there are no test scores before 30
- from 30 to $60, F$ is constant because there are no scores between 30 and 60 .

Essentially, the graph of $F$ increases in "steps" at 30, 60, 80, 90, and 100. Cumulative distribution functions for discrete random variables are always step functions, because the cumulative distribution can only increase at a finite set of points. However, we will see that this is not true for the continuous case. For the continuous case, the cumulative distribution function is a smooth curve.

### 2.02 CDF Properties

CDFs share many of the same properties for both the continuous and discrete cases. In the following theorem, the three properties listed are common to both the discrete and continuous cases.

\[

\]

It may help the reader at this point to recall the definition of a "non-decreasing function": a function, $f(x)$, is a non-decreasing function if $f\left(x_{1}\right) \leq f\left(x_{2}\right)$ for all $x_{1}$ and $x_{2}$ in the domain of $f$, and $x_{1}<x_{2}$.
Proofs for the first two property are beyond the scope of MATH 105. For the interested reader, a proof of the third property is below.

## Proof of The Third Property

In general, for any interval of finite length $\Delta x$, there is a non-negative probability that $X$ lies somewhere in that interval, no matter where our interval lies or how small we make $\Delta x$. Therefore, if we were to choose any interval $[x, x+\Delta x]$, the probability that our continuous random variable $X$ lies inside of this interval,
$\operatorname{Pr}(x \leq X \leq x+\Delta x)$
must be non-negative:
$0 \leq \operatorname{Pr}(x \leq X \leq x+\Delta x)$
But this can be expressed as the difference

$$
\begin{aligned}
0 & \leq \operatorname{Pr}(x \leq X \leq x+\Delta x) \\
& =\operatorname{Pr}(X \leq x+\Delta x)-\operatorname{Pr}(X \leq x) \\
& =F(x+\Delta x)-F(x)
\end{aligned}
$$

Rearranging yields, for all $\Delta x$,
$F(x) \leq F(x+\Delta x)$
This is the definition of a non-decreasing function. Therefore, the CDF, which is defined as $F(x)=\operatorname{Pr}(X \leq x)$, is a non-decreasing function of $x$.

### 2.03 CDF Properties Example

Suppose that the outdoor temperature in Vancouver, in January, is given by the function
$F(x)=\frac{1}{1+e^{-k x}}, k>0$
The cumulative distribution function $F$ could look something like the plot below.


In the above plot, $X$ can be the temperature at any given time, so that $x$ could be an observed temperature.

Let's show that this function satisfies the properties of a CDF.

## Property 1: Limit as $\boldsymbol{x}$ goes To - $\infty$

As $x$ goes to negative infinity, $F(x)$ goes to zero:
$\lim _{x \rightarrow-\infty} F(x)=\lim _{x \rightarrow-\infty} \frac{1}{1+e^{-k x}}=0$
Therefore, the first property of cumulative distribution functions is maintained.

## Property 2: Limit as $x$ goes To $+\infty$

Likewise,
$\lim _{x \rightarrow \infty} F(x)=\lim _{x \rightarrow \infty} \frac{1}{1+e^{-k x}}=1$
The second property of cumulative distribution functions is maintained.

## Property 3: F is Non-Decreasing

A quick calculation yields
$\frac{d}{d x} F(x)=\frac{k e^{x}}{\left(1+e^{-k x}\right)^{2}}$
which is certainly never negative. The third property of CDFs is maintained.

## Discussion of this Example

## What is $\operatorname{Pr}(X=x)$ ?

A common point of confusion relates to the probability that a random variable is equal to a specific value: $\operatorname{Pr}(X=x)$. For example, we might ask: what is the probability that the temperature in January is exactly $0^{\circ} \mathrm{C}$ ?

For a continuous random variable, this probability will always be zero, and we can provide one explanation here as to why this is the case.
Suppose we choose any interval $[x, x+\Delta x]$. The probability that the continuous random variable $X$ lies inside of this interval is
$\operatorname{Pr}(x \leq X \leq x+\Delta x)$
which is the difference

$$
\operatorname{Pr}(X \leq x+\Delta x)-\operatorname{Pr}(X \leq x)
$$

If we take the limit as $\Delta x$ goes to zero we obtain

$$
\begin{aligned}
\lim _{\Delta x \rightarrow 0} \operatorname{Pr}(x \leq X \leq x+\Delta x) & =\lim _{\Delta x \rightarrow 0}(\operatorname{Pr}(X \leq x+\Delta x)-\operatorname{Pr}(X \leq x)) \\
& =\operatorname{Pr}(X \leq x)-\operatorname{Pr}(X \leq x) \\
& =0
\end{aligned}
$$

If this concept is confusing, fear not. We will revisit this again later when we have an interpretation of probability that uses integration.

### 2.04 Continuous Random Variables

The distinction between continuous and random variables can now be made more precise by using the CDF.

## Definition: Continuous Random Variable

Let $X$ denote a random variable with distribution function $F(x)$. The random variable $X$ is a continuous random variable if its CDF, $F$, is continuous.

It is by definition that continuous CDFs of a random variable are CDFs of continuous random variables.

In our prior grade distribution example, the CDF was not continuous and so it corresponded to a discrete random variable that represented a grade. Whereas our previous temperature example, the CDF was continuous, the random variable was a continuous random variable that represented a temperature.

## Example

Consider the function whose graph is given below.


This function cannot represent a cumulative distribution function for a continuous random variable because $F$ is not continuous for all values of $x$. However, $F$ could represent a cumulative distribution function, because the limit as $x$ goes to negative and positive infinity are 0 and 1 , respectively.

### 2.05 The PDF

The derivative of $F(x)$ is another important function in probability. Its derivative is the probability density function of the random variable $X$.

> | Definition: The Probability Density Function |
| :--- |
| The probability density function (PDF) for a continuous random variable $X$ is defined as |
| $f(x)=\frac{d F}{d x}$ |
| wherever the derivative of $F(x)$ exists, and $x$ is any real number. |

## Properties of the PDF

The above definition allows us to derive the following properties.

| Theorem: Properties of the Probability Density Function |
| :--- |
| If $f(x)$ is a probability density function for a continuous random variable $X$ then |
| 1) $F(b)=\operatorname{Pr}(X \leq b)=\int_{-\infty}^{b} f(x) d x$ |
| 2) $f(x) \geq 0$ for any value of $x$ |
| 3) $\int_{-\infty}^{\infty} f(x) d x=1$ |

The second property states that for a function to be a PDF, it must not go below the $x$-axis, and the third property states that the area between the function and the $x$-axis must be 1 .
The first property is derived using the Fundamental Theorem of Calculus and from the definition of the PDF, which defines the PDF of a continuous random variable as the derivative of the CDF. The property tells us that the probability that $X \leq b$ is the integral of the PDF $f(x)$ over $(-\infty, b]$, and that the $\operatorname{PDF} f(x)$ is a function that can be used to calculate this probability. Moreover this also gives us a helpful geometrical interpretation of a probability: the probability that a continuous random variable, $X$, is less than some value $b$, is equal to the area under the $\operatorname{PDF} f(x)$ on the interval $(-\infty, b]$, as demonstrated in the following graph.


## What is $\operatorname{Pr}(X=x)$ ?

Let's now revisit this question that we have an interpretation of probabilities as integrals. Using the above definition of a PDF of a continuous random variable to find the probability that $X$ was equal to some number $c$. Using the definition above, will always get zero:
$\operatorname{Pr}(X=c)=\int_{c}^{c} f(x) d x=0$
In other words, if $X$ is a continuous random variable, the probability that $X$ is equal to a particular value will always be zero. This is different from the situation that we had with discrete random variables, where the probability that a particular event occurs can be non-zero.

### 2.06 A Simple PDF Example

## Question

Let $f(x)=k\left(3 x^{2}+1\right)$.

1. Find the value of $k$ that makes the given function a PDF on the interval $0 \leq x \leq 2$.
2. Let $X$ be a continuous random variable whose PDF is $f(x)$. Compute the probability that $X$ is between 1 and 2 .

## Solution

## Part 1)

$$
\begin{aligned}
1 & =\int_{0}^{2} f(x) d x \\
& =\int_{0}^{2} k\left(3 x^{2}+1\right) d x \\
& =\left.k\left(\frac{3 x^{3}}{3}+x\right)\right|_{0} ^{2} d x \\
& =k(10)
\end{aligned}
$$

$$
\text { Therefore, } k=1 / 10 \text {. }
$$

## Part 2)

Using our value for $k$ from Part 1:
$\operatorname{Pr}(1 \leq X \leq 2)=\int_{1}^{2} \frac{3 x^{2}+1}{10} d x=\left.\frac{x^{3}+x}{10}\right|_{1} ^{2}=1-2 / 10=4 / 5$
Therefore, $\operatorname{Pr}(1 \leq X \leq 2)$ is $4 / 5$.

## Problem Discussion

## Getting Started

We are asked to find a value of $k$ so that the given function is a probability density function. Since a probability density function must have unit area, we can write
$1=\int_{0}^{2} f(x) d x$
and solve for $k$.

### 2.07 The Beta PDF

## Question

The proportion, $p$, of restaurants that make a profit in their first year of operation is given by the beta probability density function:
$f(p)= \begin{cases}12 p(1-p)^{2} & \text { if } 0 \leq x \leq 1, \\ 0 & \text { elsewhere. }\end{cases}$
What is the probability that more than half of the restaurants will make a profit during their first year of operation?

## Solution

Let $P$ be the random variable representing the proportion of new restaurants opened this year that make a profit during their first year of operation. We are interested in knowing the probability that $P$ is between 0.5 and 1 , which can be calculated using the first property of the probability density function as follows:

$$
\begin{aligned}
\operatorname{Pr}(0.5 \leq P \leq 1) & =\int_{-\infty}^{1} f(p) d p-\int_{-\infty}^{0.5} f(p) d p \\
& =\int_{0.5}^{1} f(p) d p \\
& =\int_{0.5}^{1} 12 p(1-p)^{2} d p \\
& =\int_{0.5}^{1} 12 p-24 p^{2}+12 p^{3} d p \\
& =6 p^{2}-8 p^{3}+\left.3 p^{4}\right|_{0.5} ^{1} \\
& =(6-8+3)-(1.5-1+0.1875) \\
& =0.3125
\end{aligned}
$$

Therefore, $\operatorname{Pr}(0.5 \leq P \leq 1)$ is 0.3125 .

## Discussion of the Problem

## The Beta Probability Density

For the purposes of MATH 105, the beta probability density function for a continuous random variable $x$ has the generic form
$f(x)= \begin{cases}k x^{a-1}(1-x)^{b-1} & \text { if } 0 \leq x \leq 1, \\ 0 & \text { elsewhere. }\end{cases}$
The constants $a$ and $b$ are greater than zero, and the constant $k$ is chosen so that $f$ integrates to 1.

For the purposes of MATH 105, students are not expected to memorize the formula for the beta probability density, but may need to use this formula to complete assigned work.

### 2.08 CDF Example

## Question

Consider the beta distribution function for $X$ given in the last example,
$f(x)= \begin{cases}k x^{a-1}(1-x)^{b-1} & \text { if } 0 \leq x \leq 1, \\ 0 & \text { elsewhere }\end{cases}$
If $a=3$ and $b=2$, find the associated cumulative distribution function $F(x)$ for $x \leq 1$.

## Solution

$$
\begin{aligned}
F(x) & =\int_{-\infty}^{x} f(t) d t \\
& =\int_{0}^{x} 12 t(1-t)^{2} d t \\
& =12 \int_{0}^{x}\left(t-2 t^{2}+t^{3}\right) d t \\
& =\left.12\left(\frac{1}{2} t^{2}-\frac{2}{3} t^{3}+\frac{1}{4} t^{4}\right)\right|_{0} ^{x} \\
& =x^{2}\left(6-8 x+3 x^{2}\right)
\end{aligned}
$$

## Discussion

## Getting Started

Recall the first property of probability distribution functions:
$F(b)=\operatorname{Pr}(X \leq b)=\int_{-\infty}^{b} f(x) d x$
We are given $f(x)$ and need to find $F$, which can be found using the above integral.

### 2.09 Additional PDF Example

## Problem

Consider vertical line with equation $x=b$, where $0 \leq b \leq 1$, and the square bounded by the lines $x=0, x=1$, the $x$-axis and the line $y=1$.
Suppose we select a random point inside the square. If we let $X$ be the $x$-coordinate of this random point, what is the probability that $X$ is in the interval $[0, b]$ ?
An illustration of our problem is given in the figure below. Essentially, we are trying to find the probability that a randomly selected point inside the square lies to the left of the red line.


## Consider Two Cases

Let's begin by considering two cases:

- Case 1: Find $\operatorname{Pr}(0 \leq X \leq b)$ if $b=1$
- Case 2: Find $\operatorname{Pr}(0 \leq X \leq b)$ if $b$ is in the interval $[0,1)$


## Case 1

If $b=1$, then the random point must have an x-coordinate between 0 and $b$ (because the area to the left of the red line is the entire area of the square, and our random point has to lie inside the square).
Therefore, the probability $\operatorname{Pr}(0 \leq X \leq b)$ is equal to 1 when $b=1$ (remember that probabilities range from 0 to 1 ).

## Case 2

The region to the left of the red line is a rectangle with area equal to $b$, and the probability that our random point inside the rectangle is proportional to the area of that rectangle (the larger the area of the rectangle, the larger the probability that the point is inside of it).
Thinking of probabilities in terms of areas, consider the following cases:

- if the probability that the point is between 0 and $b$ were equal to 0.50 , then the line would have to divide the square into two equal halves: $b=0.5$
- if the probability that the point is between 0 and $b$ were equal to 0.25 , then the line would have to divide the square at $1 / 4: b=0.25$
- if the probability that the point is between 0 and $b$ were equal to 0.10 , then the line would have to divide the square at $1 / 10: b=0.1$
In general, interpreting the probability that the point is between 0 and $b$ as the area between 0 and $b$ and is equal to $b$. We see that this result also works for the case when $b=$ 1.


## Discussion

## More General Problems

In this simple problem, we found that $\operatorname{Pr}(0 \leq X \leq b)=b$. If however we were not given a square, but instead some other shape, this problem could still be solved using the concept of areas, and so could be solved using an integral.
Indeed, the probability that the point is between 0 and $b$ is the ratio of the area to the left of the line $x=b$, and the area of the square:
$\operatorname{Pr}(0 \leq X \leq b)=\frac{\text { area to the left of line } x=b}{\text { area of square }}=\frac{b}{1}=b$

## What About the Case When $b=0$ ?

You may have been wondering about the case when $b=0$. If $b$ were zero, would the probability be zero because the area between zero and $b$ is zero, or would it be non-zero because the random point could be on the $y$-axis? In other words, what is $\operatorname{Pr}(X=0)$ ?

Unlike discrete random variables, the probability that a continuous random variable $X$ has a particular value is always zero. In MATH 105, we will always interpret probabilities of continuous random variables using areas, which means that $\operatorname{Pr}(A \leq X \leq A)$ will always be zero for any value of $A$.
However, for continuous random variables, we could compute the probability that $X$ lies in an interval whose width is non-zero.

### 2.10 Expected Value, Variance, Standard Deviation

Analogous to the discrete case, we can define the expected value and variance of a continuous random variable.

$$
\begin{aligned}
& \text { Definition: Expected Value, Variance, and Standard Deviation of a Continuous Random Variable } \\
& \hline \text { The expected value of a random variable } X \text { is a number given by } \\
& E(X)=\int_{-\infty}^{\infty} x f(x) d x \\
& \text { The variance of } X \text { is a number given by } \\
& \operatorname{Var}(X)=\int_{-\infty}^{\infty}(x-E(X))^{2} f(x) d x \\
& \text { As in the discrete case, the standard deviation, } \sigma \text {, is the square root of the variance: } \\
& \sigma(X)=\sqrt{\operatorname{Var}(X)}
\end{aligned}
$$

The above definitions for a continuous random variable possess the same interpretation as that for the discrete case. The variance in both the continuous and discrete cases measure the "spread" of the possible values of $X$ around its expected value. The connection between the expected value for both cases is more subtle.

## Animation

The following animation encapsulates the concepts of the CDF, PDF, expected value, and standard deviation. When viewing the animation, it may help to remind you that

- the "mean" is another term for expected value
- the standard deviation is equal to the square root of the variance
- the integral of the PDF (upper plot) is the CDF (lower plot)

Connecting the CDF and the PDF ${ }^{[1]}$ (requires the Wolfram "CDF Player")

## Simple Example

Calculate the variance of $X$ whose PDF is given by
$f(x)= \begin{cases}2(1-x) & \text { if } 0 \leq x \leq 1, \\ 0 & \text { else }\end{cases}$

## Solution

The formula for variance of $X$ requires the expected value

$$
\begin{aligned}
E(X) & =\int_{-\infty}^{\infty} x f(x) d x \\
& =\int_{0}^{1} x(2(1-x)) d x \\
& =2 \int_{0}^{1}\left(x-x^{2}\right) d x \\
& =\left.2\left(\frac{x^{2}}{2}-\frac{x^{3}}{3}\right)\right|_{0} ^{1} \\
& =1 / 3
\end{aligned}
$$

Using this value, we can compute the variance of $X$ as follows

$$
\begin{aligned}
\operatorname{Var}(X) & =\int_{-\infty}^{\infty}(x-E(X))^{2} f(x) d x \\
& =\int_{0}^{1}(x-1 / 3)^{2} 2(1-x) d x \\
& =2 \int_{0}^{1}\left(x^{2}-\frac{2}{3} x+\frac{1}{9}\right)(1-x) d x \\
& =2 \int_{0}^{1}\left(-x^{3}+\frac{5}{3} x^{2}-\frac{7}{9} x+\frac{1}{9}\right) d x \\
& =\left.2\left(-\frac{1}{4} x^{4}+\frac{5}{9} x^{3}-\frac{7}{18} x^{2}+\frac{1}{9} x\right)\right|_{0} ^{1} \\
& =2\left(-\frac{1}{4}+\frac{5}{9}-\frac{7}{18}+\frac{1}{9}\right) \\
& =\frac{1}{18}
\end{aligned}
$$

## Discussion of This Example

## Checking that the Given Function is a PDF

If we were asked to verify that $f(x)$ is a PDF, we would only need to verify that it has unit area:
$\int_{-\infty}^{\infty} f(x) d x=\int_{0}^{1}(2(1-x)) d x=\left.2\left(x-\frac{x^{2}}{2}\right)\right|_{0} ^{1}=1$
Indeed, the given function has unit area and satisfies our only requirement for a PDF.

## Is There An Easier Way of Calculating the Variance?

Yes! There is an alternative formula for variance of a continuous random variable that is less tedious than the above definition. In the following section we introduce this formula.

## References

[1] http://demonstrations.wolfram.com/ConnectingTheCDFAndThePDF

### 2.11 Alternate Variance Formula

An following formula for the variance of a continuous random variable is often less tedious than its definition.

$$
\begin{aligned}
& \text { Theorem: Alternate Formula for the Variance of a Continuous Random Variable } \\
& \text { The variance of a continuous random variable } X \text { with PDF } f(x) \text { is a number given by } \\
& \operatorname{Var}(X)=\int_{-\infty}^{\infty} x^{2} f(x) d x-E(X)^{2}
\end{aligned}
$$

## Simple Example

Use the alternate formula for variance to calculate the variance the PDF given in the last example, which was
$f(x)= \begin{cases}2(1-x) & \text { if } 0 \leq x \leq 1, \\ 0 & \text { else }\end{cases}$

## Solution

Remembering that $E(X)$ was found to be $1 / 3$, we may compute the variance of $X$ as follows

$$
\begin{aligned}
\operatorname{Var}(X) & =\int_{-\infty}^{\infty} x^{2} f(x) d x-E(X)^{2} \\
& =\int_{0}^{1} x^{2}(2(1-x)) d x-\frac{1}{9} \\
& =2 \int_{0}^{1}\left(x^{2}-x^{3}\right) d x-\frac{1}{9} \\
& =\left.2\left(\frac{1}{3} x^{3}-\frac{1}{4} x^{4}\right)\right|_{0} ^{1}-\frac{1}{9} \\
& =2\left(\frac{1}{3}-\frac{1}{4}\right)-\frac{1}{9} \\
& =\frac{1}{18}
\end{aligned}
$$

## Discussion of This Example

## Do MATH 105 Students Have to Memorize The Alternate Formula for Variance?

No. MATH 105 students do not have to memorize the alternate formula. Students need to memorize the definition of variance, but can use the alternate formula if they like on an exam.

### 2.12 Example

## Problem

The length of time, $x$, needed by students in a particular course to complete a 1 hour exam is a random variable with a PDF given by
$f(x)= \begin{cases}k x^{2}+x & \text { if } 0 \leq x \leq 1, \\ 0 & \text { else }\end{cases}$
For this PDF,

1. find $k$
2. find the cumulative distribution function (CDF)
3. graph the PDF and the CDF
4. use the CDF to find
5. $\operatorname{Pr}(X \leq 0)$
6. $\operatorname{Pr}(X \leq 1)$
7. $\operatorname{Pr}(X \leq 2)$
8. find the probability that that a randomly selected student will finish the exam in less than half an hour

## Solution

## Part 1

The given PDF must have unit area. Integrating the integral over negative infinite to positive infinity we have

$$
\begin{aligned}
1 & =\int_{-\infty}^{\infty} f(x) d x \\
& =k \int_{0}^{1}\left(x^{2}+x\right) d x \\
& =\left.k\left(\frac{x^{3}}{3}+\frac{x^{2}}{2}\right)\right|_{0} ^{1} \\
k & =\frac{6}{5}
\end{aligned}
$$

## Part 2

The CDF is obtained by integrating the PDF from negative infinity to $x$. If $x$ is in the interval $(-\infty, 0)$, then $F$ is zero, because $f$ is zero on this interval.
If $x$ is in the interval $(\infty, 0)$, then

$$
\begin{aligned}
F(x) & =\int_{-\infty}^{x} f(t) d t \\
& =k \int_{-\infty}^{0} 0 d t \\
& =0
\end{aligned}
$$

If, $x$ is in the interval $[0,1]$, then

$$
\begin{aligned}
F(x) & =\int_{-\infty}^{x} f(t) d t \\
& =\int_{-\infty}^{0} f(t) d t+\int_{0}^{x} f(t) d t \\
& =0+k\left(\frac{x^{3}}{3}+\frac{x^{2}}{2}\right) \\
& =k\left(\frac{x^{3}}{3}+\frac{x^{2}}{2}\right)
\end{aligned}
$$

If, $x$ is in the interval $(1, \infty)$ then

$$
\begin{aligned}
F(x) & =\int_{-\infty}^{x} f(t) d t \\
& =\int_{-\infty}^{0} f(t) d t+\int_{0}^{1} f(t) d t+\int_{1}^{x} f(t) d t \\
& =0+k\left(\frac{x^{3}}{3}+\frac{x^{2}}{2}\right)+0 \\
& =\frac{6}{5} \cdot \frac{5}{6} \\
& =1
\end{aligned}
$$

Note that the $\operatorname{PDF} f$ is equal to zero for $x>1$. The CDF is therefore given by

$$
F(x)= \begin{cases}0 & \text { if } x<0 \\ k\left(\frac{x^{3}}{3}+\frac{x^{2}}{2}\right) & \text { if } 0 \leq x \leq 1 \\ 1 & \text { if } x>1\end{cases}
$$

## Part 3

The PDF and CDF are shown below.



## Part 4

These probabilities can be calculated by using the CDF:
$\operatorname{Pr}(X \leq 0)=F(0)=k\left(\frac{0^{3}}{3}+\frac{0^{2}}{2}\right)=0$
$\operatorname{Pr}(X \leq 1)=F(1)=k\left(\frac{1^{3}}{3}+\frac{1^{2}}{2}\right)=\frac{5}{6} k=1$
$\operatorname{Pr}(X \leq 2)=1$

## Part 5

The probability that a student will complete the exam in less than half an hour is $\operatorname{Pr}(\mathrm{X}$ $\leq 0.5)$. This is given by $F(0.5)$,
$k\left(\frac{0.5^{3}}{3}+\frac{0.5^{2}}{2}\right)=k\left(\frac{1}{24}+\frac{1}{8}\right)=\frac{6}{5} \cdot \frac{1}{6}=\frac{1}{5}$

## Discussion

## Part 4 With the PDF

The probabilities in Part 4 could also have been calculated using the $\operatorname{PDF} . \operatorname{Pr}(X \leq 0)$ is given by the integral
$\int_{-\infty}^{0} f(t) d t=0$
The integral is equal to zero because $f$ is equal to zero on the interval $(-\infty, 0]$.
$\operatorname{Pr}(X \leq 1)$ is given by the integral
$\int_{-\infty}^{1} f(t) d t=\int_{-\infty}^{0} f(t) d t+\int_{0}^{1} f(t) d t=0+1=1$
The total area under $f$ must be one, so the integral from 0 to 1 is equal to 1 .
$\operatorname{Pr}(X \leq 2)$ is given by the integral

$$
\begin{aligned}
\int_{-\infty}^{2} f(t) d t & =\int_{-\infty}^{0} f(t) d t+\int_{0}^{1} f(t) d t+\int_{1}^{2} f(t) d t \\
& =0+1+0 \\
& =1
\end{aligned}
$$

### 2.13 Lesson 2 Summary

## Relationship Between CDF and PDF

One of the key points to the lesson on probability is the relationship between the PDF and the CDF. For the continuous case, the two are related through a derivative:

$$
f(x)=\frac{d F}{d x}
$$

This is the definition of the PDF in the continuous case: the PDF, $f(x)$, is defined as the derivative of its associated CDF, $F(x)$. Using the fundamental theorem of calculus, we obtain another relationship: the two are also related through an integral:

$$
F(b)=\int_{-\infty}^{b} f(x) d x
$$

## Calculating Probabilities

The CDF of a random variable, $F(x)$, is defined as

$$
F(x)=\operatorname{Pr}(X \leq x)
$$

Using the relationship between the CDF and the PDF, probabilities for continuous random variables can be computed in two different ways. Suppose we wish to calculate the probability that a continuous random variable $X$ is between two values $a$ and $b$. We could use the PDF and integrate to find this probability.

$$
\operatorname{Pr}(a \leq X \leq b)=\int_{a}^{b} f(x) d x
$$

Alternatively, if we have the CDF, we can evaluate the difference $F(b)-F(a)$ to find this probability.

$$
\operatorname{Pr}(a \leq X \leq b)=F(b)-F(a)
$$

Either approach will yield the same result.

## Learning Objectives

At this point, students may want to reflect on the learning objectives for the content on probability. As stated earlier, students should not feel that reading the content in this module is not sufficient for success in MATH 105: after completing a sufficient number of exercises, students should be able to:

Objective 1. [Procedural/Conceptual] Be able to calculate and interpret probabilities of events for discrete and continuous random variables given either a density function (pdf) or a distribution function (cdf).
Objective 2. [Procedural] Be able to express a pdf in a table or as an explicit function given sufficient information about the random variable.
Objective 3. [Procedural] Be able to verify that a given function is a pdf or cdf; be able to find multiplicative constants that make a given function a pdf or cdf.

Objective 4. [Conceptual] Be able to distinguish between discrete and continuous random variables given a simple experiment, pdf or cdf.
Objective 5. [Conceptual/Procedural] Be able to define and interpret the CDF of a random variable in terms of probabilities and to know basic properties of the cdf. Be able to find a cdf from a pdf.

Objective 6. [Conceptual/Procedural] Be able to relate the area under a pdf to the probability of an event for a particular random variable and to know basic properties of the pdf. Be able to find a pdf from a cdf.

Objective 7. [Procedural/Conceptual] Be able to define, calculate and interpret the expectation, variance and standard deviation of a random variable (discrete and continuous).

## Lesson 3 Additional Problems

## Question 1: The Beta Distribution $k$ Value

Consider a beta distribution function with $a=3$ and $b=2$. Calculate the value of $k$ so that the distribution is a PDF.

## Question 2: Khan Academy Video Error?

The following Khan Academy video summarizes the concepts that were covered on the PDF for a continuous random variable.
There is (at least one) error in the video. Is the variable $X$ that he uses in his rainfall example a continuous random variable?

| Probability Density Functions |
| :---: |
| This video can be found on the Kahn Academy website ${ }^{\text {[1] }}$, and carries a Creative Commons copyright |
| (CC BY-NC-SA 3.0). |

## Question 3: Probability of an Event

Determine whether the following statements are true or false.

1. if $X$ is a discrete random variable and the number $a$ is a possible value of $X$, then $\operatorname{Pr}(X=$ a) can be calculated.
2. if $X$ is a continuous random variable and the number $a$ is a possible value of $X$, then $\operatorname{Pr}(X$ $=a)$ cannot be calculated.

## Question 4: Cumulative Distribution Functions

For the following functions, determine whether the function represents a cumulative distribution function for a random variable $X$, and if it does, whether $X$ is continuous or discrete.
a) $F(x)=\frac{1}{1-x^{2}}$
b) $F(x)= \begin{cases}0 & \text { if } x<0, \\ x & \text { if } 0 \leq x \leq 1, \\ 1 & \text { if } x>1 .\end{cases}$
c) $F(x)= \begin{cases}0 & \text { if } x<0, \\ 0.5 & \text { if } 0 \leq x \leq 1, \\ 1 & \text { if } x>1 .\end{cases}$

## References

[1] http://www.khanacademy.org/

## Answers

## Question 2: Khan Academy Video Error

No.

## Question 3: Probability of an Event

False.

## Question 4: Cumulative Distribution Functions

a) no b) yes, continuous c) yes, discrete
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